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Abstract: In image processing, one of the important items is how to measure the quality of an image. This
paper attempts to establish an assessment model corresponding to mean human perception, or mean opinion score
(MOS). Human vision system has a feature of being more sensitive to the brightness change of an area than to
that of discrete points, and being more sensitive to the change of moderate brightness than to the change of very
bright one and very dark one. According to such a feature, by defining brightness discrimination and error density,
using gradient as well, this paper proposes a new method of image quality assessment. The new method is tested
on TID2008 data and the results are compared with those of existing methods.
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1 Introduction

Along with the recent advances in digital imaging
and communication technologies, the levels of the im-
age acquisition, processing, compression, storage and
transmission have been significantly improved. How-
ever, no matter how good equipments are used, the
degeneration of image in above processes is unavoid-
able. As a result, it is necessary to establish a uniform
assessment system which can well correspond to the
subjective score by human beings [1, 10, 11, 20, 21,
23]. According to the amount of information from
real scenes, image quality assessments are classified
as full-reference ones, no-reference ones and reduced-
reference ones [2]. We here study the problem of im-
age quality assessment with full-reference [14].

In present literatures, there are four kinds of mod-
els to solve the problem of image quality assessment
with full-reference. The first kind are based on prin-
ciples of statistics, such as mean square error (MSE)
[22] and peak value signal to noise ratio (PSNR) [2].
The traditional statistical methods are widely used be-
cause of the simplicity and definite physical mean-
ing. The second kind use analysis of the structure
information of images, such as weighted-peak signal

to noise ratio (WSNR) [3, 4], noise quality measures
(NQM) [4], universal quality index (UQI) [5], visual
signal to noise ratio (VSNR) [12]and structural simi-
larity (SSIM) [2, 6, 7, 13, 17]. Such models are obvi-
ously superior to the traditional statistical models be-
cause they focus on the sensitivity of human vision
to, as well as on the structure information composed
of, different parts of an image. The third kind pay
main attention to the natural scene of images, such as
visual information fidelity (VIF) [9], information fi-
delity criterion (IFC) [8]. These methods mainly use
wavelet transform to extract and compare the scene
information of the original image and the degraded
image. Such methods are more accurate to images
degraded by changes of brightness and contrast. The
last kind use feature similarity (FSIM) based on image
texture analysis and representative methods [15]. Liu
et.al have proposed phase congruency [19] and gradi-
ent modulus [18], combined such important informa-
tion as brightness [15]. These methods are compre-
hensive and of higher accuracy.

In this paper, we propose a new method of im-
age quality assessment based on brightness discrimi-
nation, error density and gradient (BDEDG). Accord-
ing to the feature of human vision system, human be-
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ings are more sensitive to the brightness change of an
area than that of discrete points, so we define the error
density of an area in an image. In addition, because
the human beings are more sensitive to the change of
appropriate brightness than to that of very bright or
very dark scenes, we define the brightness discrimi-
nation to measure the sensitivity. Making use of er-
ror density, brightness discrimination and gradient of
an image, we establish the model BDEDG to mea-
sure the quality of the image. The proposed BDEDG
is tested on TID2008 database [16]. Compared with
some current state-of-art methods, our method gives a
satisfying performance.

The rest of the paper is organized as follows. In
Section 2, the detail of the proposed method BDEDG
is presented. The experiments results and compar-
isons are shown in Section 3. Finally, the conclusion
is given in Section 4.

2 The proposed BDEDG
It is a fact that the sensitivity of human vision to dif-
ferent areas with different texture densities and dif-
ferent brightness is different. Therefore we propose
a new image quality assessment based on brightness
discrimination, error density and gradient (BDEDG).

Denote the original image as Iori =
(Iori(i, j))S×T and the degraded image as
Ideg = (Ideg(i, j))S×T . The absolute difference
between Iori and Ideg is

Error(i, j) = |Iori − Ideg|, i = 1, ..., S, j = 1, ..., T.

Obviously, it will not cause any significant response of
human vision system even if Error(i,j) are very large
on some individual points. That is to say, human vi-
sion is sensitive to the brightness change of an area
instead of individual points. So we define the error
density of point (i,j) as

DError(i, j) =
1

(2w + 1)2

i+w∑
s=i−w

j+w∑
t=j−w

Error(s, t),

where the local area of size (2w+1)×(2w+1) centers
at (i,j).

Usually human vision is not sensitive to the
brightness change in very bright or very dark areas
of an image, but sensitive to the change of appropriate
brightness. So we define the brightness discrimination
to measure the sensitivity of human vision to bright-
ness as

Bd(i, j) = Φ(
Iori(i, j)

255
), i = 1, ..., S, j = 1, ..., T,

where Φ(x) = x(1 − x). The value of Bd is small
when the brightness is too high or too low.

Another fact is that human vision is more sen-
sitive to the brightness change in the smooth area
than in the area of complicated texture. So it is
reasonable to take the gradient modulus G(i, j) =
gradient(Iori(i, j)), i = 1, ..., S, j = 1, ..., T into
consideration.

Thus we define a new image quality assessment
based on brightness discrimination, error density and
gradient (BDEDG) as

γ =
1

S × T

∑
i,j

[Bd(i, j) · Error(i, j) ·DError(i, j)]λ1

[G(i, j) + c]λ2
,

BDEDG = exp(−λ3γ).

Where λ1, λ2, λ3, c > 0. The parameter c is a small
value to ensure that the denominator isn’t zero.

3 Experimental results
TID2008 database includes totally 1700 distorted im-
ages which degenerate from 25 original images and
17 kinds of distortion with 4 levels. There are 100
images distorted by one kind of distortion. Specif-
ically, 17 kinds of distortion are: 1-additive Gaus-
sian noise, 2-additive noise in color components, 3-
spatially correlated noise, 4-masked noise, 5-high fre-
quency noise, 6-impulse noise, 7-quantization noise,
8-gaussian blur, 9-image denoising, 10-JPEG com-
pression, 11-JPEG2000 compression, 12-JPEG trans-
mission errors, 13-JPEG2000 transmission errors, 14-
non eccentricity pattern noise, 15-local block-wise
distortions of different intensity, 16-mean shift (inten-
sity shift) and 17-contrast change.

When make test on TID2008 database, for one
model of quality assessment and one kind of distor-
tion, we calculate the correlation coefficient of the 100
scores gotten by this assessment and the correspond-
ing 100 scores in MOS. So we have 17 correlation co-
efficients for one model of quality assessment tested
on TID2008.

To compare two sets of data, correlation anal-
ysis methods are used. Here, correlation analy-
sis aims to evaluate the effectiveness of an ob-
jective assessment method by comparing the result
with the subjective score given by human beings.
Three methods are widely used for correlation anal-
ysis: Spearman Rank Order Correlation Coefficient
(SROCC), Kendall Rank Order Correlation Coeffi-
cient (KROCC) and Pearson Linear Correlation Co-
efficient (PLCC) [23].

To find the optical optimal values of the parame-
ters in BDEDG, 5 values of λ1, 5 values of λ2 and 15
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values of λ3 are tested. Let λ1, λ2 = 0.25, 0.5, 1, 2, 3,
and λ3 = 0.1 : 0.1 : 1.5. For every set of val-
ues of (λ1, λ2), find the best value of λ3. The re-
sults are shown in table I, where the results in the
cell of the ith line and jth row are calculated with
λ1 = λ1(i), λ2 = λ2(j). In every (i,j) cell, the value
of λ3 is the best value ( not necessarily unique), where
P, S and K represent the numbers of superiors of BD-
EDG compared to other 11 models corresponding to
the 3 kinds of correlation respectively. Note that, for
each kind of correlation, there are 187 correlation co-
efficients for 11 assessment models and 17 kinds of
distortion. In Table 1, computation shows that (1,3,1)
is the optimal set of parameter (λ1, λ2, λ3).

The proposed BDEDG model is tested on
TID2008 database, and the result is compared with
11 current state-of-art methods of image quality as-
sessment with full-reference. Correlation coefficients
computed with BDEDG in sense of SROCC, KROCC
and PLCC are displayed in Table 2-4 respectively.

As shown in Table 2, the SROCC values of
BDEDG, among the 17 kinds of image distor-
tion, are superior to MSE, PSNR, SSIM, MSSIM,
NQM, SNR, UQI, VIF, VIFP, VSNR, WSNR in
11,11,9,8,15,14,13,11,11,15,11 cases respectively.

As shown in Table 3, the KROCC values of
BDEDG, among the 17 kinds of image distor-
tion, are superior to MSE, PSNR, SSIM, MSSIM,
NQM, SNR, UQI, VIF, VIFP, VSNR, WSNR in
11,11,9,9,13,13,14,10,11,16,12 cases respectively.

As shown in Table 4, he PLCC values of
BDEDG, among the 17 kinds of image distor-
tion, are superior to MSE, PSNR, SSIM, MSSIM,
NQM, SNR, UQI, VIF, VIFP, VSNR, WSNR in
12,12,11,12,14,14,12,12,12,16,12 cases separately.

In summary, our method BDEDG gives a satisfy-
ing performance on database TID2008.

4 Conclusion

In this paper, we study the problem of image qual-
ity assessment with full-reference. We propose a
new method of image quality assessment based on
brightness discrimination, error density and gradient
(BDEDG). We test our proposed method BDEDG on
TID2008 database, compared it with 11 current state-
of-art methods of image quality assessment with full-
reference by computing the correlation coefficients of
SROCC, KROCC and PLCC separately. The experi-
ments have shown that our method BDEDG performs
very well on TID2008 database.
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Table 1: Parameter selection in BDEDG
Lamda 3=0.7 Lamda 3=1 Lamda 3=0.6 0.7 Lamda 3=0.2 Lamda 3=0.1

P=118 P=120 P=115 P=103 P=80

S=106 S=106 S=111 S=90 S=69

K=101 K=105 K=110 K=89 K=73

Total=325 Total=331 Total=336 Total=282 Total=222

Lamda 3=0.8 0.9 Lamda 3=0.8 0.9 Lamda 3=0.2 0.3 Lamda 3=0.3 Lamda 3=0.2

P=126 P=124 P=129 P=135 P=132

S=112 S=122 S=128 S=126 S=125

K=112 K=119 K=129 K=128 K=122

Total=350 Total=365 Total=386 Total=389 Total=379

Lamda 3=0.7 1 Lamda 3=0.6 1 Lamda 3=0.5 1 Lamda 3=0.8 1 Lamda 3=1

P=122 P=124 P=122 P=127 P=133

S=118 S=118 S=121 S=127 S=127

K=115 K=116 K=125 K=129 K=129

Total=355 Total=358 Total=368 Total=383 Total=389

Lamda 3=0.8 0.9 Lamda 3=0.1 1 Lamda 3=0.9 1 Lamda 3=1 Lamda 3=1

P=82 P=80 P=79 P=78 P=77

S=114 S=106 S=108 S=108 S=111

K=101 K=103 K=112 K=115 K=114

Total=287 Total=289 Total=299 Total=301 Total=302

Lamda 3=0.1 1 Lamda 3=0.1 1 Lamda 3=0.1 1 Lamda 3=0.1 1 Lamda 3=0.1 1

P=60 P=59 P=62 P=61 P=60

S=100 S=102 S=102 S=102 S=103

K=105 K=106 K=109 K=110 K=109

Total=265 Total=267 Total=273 Total=273 Total=272
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